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ABSTRACT: Steady-state visual evoked potential (SSVEP) is a well-established paradigm of brain computer interface 

(BCI) where the interaction between the user and a controlled device is achieved via brainwave activities and visual 

stimuli.  A lthough SSVEP-based BCIs are known to have high information transfer rate (ITR), wrong feedback reduces 

the performance of these applications.  In this paper, we investigate the possibility of enhancing SSVEP -based BCI 

applications by incorporating the user’s emotions. To this end, an SSVEP-based BCI applicat ion is designed and 

implemented where the user has to steer a simulated car moving in a maze to reach a target position. Using standard 

flickering checkerboards, the user has to select one of two commands, turn right  or turn left.  After each selection, a 

visual virtual feedback is shown and the emotional state of the user is estimated from recoded electroencephalogram 

(EEG) brain activit ies. This estimated emotion could be used to automatically confirm or cancel the selected command 

and therefore improve the quality of executed commands . 

 

KEYWORDS: Steady-state visual evoked potential (SSVEP); emotion recognition; brain computer interface (BCI); 

visual stimuli; Emot iv EPOC neuroheadset 

I. INTRO DUCTION 

 

Brain-Computer Interface (BCI) is an applicat ion of pattern recognition systems that interprets the intention of the 

user, expressed by brain activit ies, as a control signal [1]. It provides an alternative communication way between the 

user and a device that does not relay on standard pathways of the brain such as muscular peripheral [2]. The main 

objective of BCI research is to develop systems that allow people with motor disabilit ies to communicate with others or 

to control their environment [3]. To achieve this goal, numerous BCI aspects have been investigated. Research areas 

include, for example, the extension of the application fields of BCI [4,5], the discovery of new physiological nature of 

the experimental paradigms [6,7], the invention of new predict ion algorithms  to enhance the speed and accuracy of BCI 

applications [8-10] and the evaluations of these applications, specifically for disabled users [11,12].  

The proposed work aims at improving the applicability of BCI applications by integrating SSVEP parad igm and 

emotion. In the following section, we briefly exp lain the SSVEP paradigm, the emotional BCIs and previous attempts 

to use emotion with other BCI systems . 

II. RELATED WORK 

 

2.1 Steady-State Visual Evoked Potentials (SSVEPs). Steady-state visual evoked potentials (SSVEPs) are 

oscillations in the electroencephalogram generated in the visual cortex when a user looks at periodically flickering 

stimulus [13]. Fig. 1 shows the standard block diagram of an SSVEP application. 
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Fig. 1. Functional block diagram of an SSVEP-based BCI 

An interesting property of these oscillations is that their amplitude is modulated by the user visual attention. The 

amplitude of the SSVEPs is increased when the user looks at the stimulus and decreased when the user ignores it. Fig. 2 

shows a typical EEG signal and its frequency spectrum acquired during visual stimulation with 15Hz flickering 

frequency. Fig. 2.a shows the average of ten time-aligned SSVEP signals. We clearly observe a transient visual evoked 

potential when the stimulation began forwarded by oscillation in the steady state. Fig. 2.b shows the ten averaged 

signals in the frequency domain. The oscillation at 15Hz and higher harmonics can be clearly observed [14].  

 

 
(a) SSVEP-based EEG signals in time domain 

 
(b) SSVEP-based EEG signals in frequency domain 

Fig. 2. Typical waveform of SSVEP-based EEG signals [14] 

 

SSVEPs can be used in BCI applicat ions by showing several stimuli working at different frequencies [14]. Fig. 3 

shows two types of stimuli: one illustration and multiple illustrations. In one-illustration stimuli, one illustration is 

appeared and disappeared at specified frequency (Fig. 3.a). In mult iple illustrations stimuli, at least two illustrations are 

shown alternately at a specified frequency (Fig. 3.b). In SSVEPs paradigm, the flickered graphical object elicits a brain 

signal of the same frequency or harmonics with that of the graphical object. Therefore, an SSVEP based BCI system 

can be implemented by detecting the basic frequency of the focused flickered graphical object from these brain signals. 

 

 
(a) Single graphic. 

 
(b) Pattern reversal. 

Fig. 3. Typical repetitive visual stimuli [14] 
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2.2 Emotional BCIs. Emotions are internal feelings that are induced during an interaction between individuals 

themselves or individuals and machines. Individuals can understand the feelings of each other from speech, facial 

features, voice tone and body signs. Therefore, they can adapt their behaviors to improve the interaction between them. 

This scenario is not valid in  the context of man machine interaction as machines cannot induce the feelings of 

individuals. In order to make this man machine interaction effect ive, affect ive computing provides the machines with 

algorithms that estimate the feelings of others [15].  

In direct interactions, emotions can be recognized from apparent features such as facial and body signs. In indirect  

interactions, new features need to be estimated in order to recognize emotions. This work focuses on the recognition of 

emotions from EEG signals. This subsection reviews some works in this context.  

Authors in [16] recognized the user’s emotions from EEG signals and facial features while the user is  listening to a 

particular song. They used brain electrodes to acquire EEG signals and video images to capture facial expressions. 

They found that it was not possible to differentiate between emotions from these signals. Sourina& Liu in [17] 

proposed an algorithm to distinguish human emotions from EEG signals using fractal dimensional model. The authors 

designed an experiment where the user has to listen to selected songs from International Affect ive Dig itized Sounds 

(IADS). The selected songs induce certain emotions according to IADS. During the experiment, the brain signals were 

recorded from three channels, FC6, F4 and AF3. Level of excitement could be distinguished through the channel FC6. 

The valence could be classified using the channels AF3 and F4. According to the authors, feeling of positive emotion 

activates more power in one hemisphere of the forebrain of an individual. On the other hand, feeling of negative 

emotion activates more power in the other hemisphere. However, the mapping between the hemisphere and the emotion 

depends on each individual. Therefore, in order to use this approach, a training phase has to be first performed. The 

proposed fractal dimension model employed a bi-dimensional valence-arousal graph, shown in Fig. 4, to identify six 

basic emotions. 

 
Fig. 4. Bi-dimensional valence-arousal emotion model 

 

2.3 Emotion and BCI systems. Emot ions can be used in BCI systems in two ways. In the first one, the emotion is 

taken into account in training the BCI systems, and, in the second one, the emotion is used to enhance the operation of 

the BCI systems [18]. The first approach needs extens ive training of the BCI systems under different emotional states 

and then adapting the appropriate parameters during the online operation [19,2 1]. In the second approach, stimuli are 

carefully selected in such a way that they elicit better-featured EEG signals [22-24]. 

In this work, the emotion is estimated after each action taken by an SSVEP paradigm. This emotion is used to confirm 

the action or to cancel it. In the following section, we will exp lain the methodology developed in this research work.  



 
        ISSN(Online): 2320-9801 
           ISSN (Print):  2320-9798                                                                                                                                 

 

 
International Journal of Innovative Research in Computer 

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 12, December 2015  

 

Copyright to IJIRCCE                                                  DOI: 10.15680/IJIRCCE.2015. 0312002                                                   12083   

 

III. PRO POSED SOLUTION 

 

Brain computer interfaces (BCIs) need to provide fast feedback to the user in order to be usable in real t ime 

applications. We propose in this section two serial BCI systems running in real time. The first one is a Steady state 

Visual Evoked Potentials (SSVEP) and the second one is an emotional system. As an application to this system, we 

propose a car driving system where the user has to steer the car form an init ial position to a final destination. In this 

context, the user has to look at one of SSVEP flickers to produce a command to the car. Once the command is 

recognized, the emotional system is activated and the user’s emotion is estimated. The estimated emotion is used to 

confirm or to cancel the command. Fig. 5 shows a general overview of the proposed system. Each unit will be briefly 

explained in the following subsections. 

 

 
Fig. 5. General overview of the proposed system 

 

3.1 Steady State Visual Evoked Potentials (SSVEP). Steady state visual evoked potentials are BCI systems based 

on generating brain signals pattern associated with visual stimuli. The visual stimuli used in our experiment are square 

pattern reversal shown in Fig. 3. The patterns work at frequencies 4.29Hz and 7.5Hz. The selection of frequencies is 

limited by the screen refresh rate (60 Hz).  

The system works in  two modes: training mode and online mode. In t rain ing mode, Fig. 6.a, the user is asked to look 

at flickers according to predefined experiment protocol. The EEG signal is recorded, filtered, preprocessed and 

transformed into frequency domain. The values of the signal in frequency domain at flickering frequencies and their 

harmonics are stored in one vector to form the feature vector. Feature vectors an d experiment procedure are used to 

train a linear classifier. The classifier parameters are saved and used later in online mode (Fig. 6.b). 

In online mode, Fig. 6.b, the user is asked to look at one flicker accord ing to his intention whether he/she wants t o 

turn the car to the right or to the left. The EEG signal is recorded, filtered, preprocessed, and transformed into 

frequency domain. The values of the signal in frequency domain at flickering frequencies and their harmonics are 

stored in one vector to form the feature vector. Feature vector is passed to the classifier to find its class (i.e. the flicker 

at which the user is looking at). The flickers and the processing are programmed in Matlab® using several toolboxes. 

The device that is used for recording the EEG signal is the Emot iv EPOC system (see https://www.emotiv.com/epoc/ 

for more details about the device). 
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(a) Training mode 

 
(b) Online mode 

Fig. 6. Proposed SSVEP system 

 

3.2 Emotional BCIs. Emotional BCIs is based on animation system shown in Fig. 7. It consists of a road network, a 

car in an initial position and a final destination. The user has to drive the car from the init ial position (the current 

position of the car) to the final destination (the red circle on the map) using the SSVEP system explained in previous 

subsection. After recognizing a command, the emotion unit is activated and it will estimate the user’s emotion. The 

emotion unit finds the user’s emotions using fractal dimension  approach and two dimensional arousal-valence model of 

emotion exp lained in Subsection 1.2. More details about dimension approach can be found in reference [17].  

All the algorithms are programmed in Matlab®. The animat ion is programmed using MIT Scratch programming 

language (see http://scratch.mit.edu/ for more details). The communication between Matlab® and MIT Scratch 

software is performed v ia virtual ports. 

 

 
Fig. 7. Emotional BCIs 
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IV. RESULTS 

 

In order to evaluate the proposed application, shown in Fig. 8, it was run by four users. First, a training session is 

performed where the user is instructed to look at one of the two checkerboards then feature vectors are extracted and 

used to train a linear classifier as exp lained in previous section. Second, an online session is run which consists of two 

phases, online SSVEP phase and Emotion phase. Fig. 8 shows snapshots of the hardware used in the experiment and a 

snapshot of the real-time EEG signals. 

 

 
(a) Online experiment 

 
 

 
(b) Snapshot of real-time EEG signal 

Fig. 8. Proposed SSVEP – Emotional application 

 

In Fig. 8.a, the lower screen shows the car that the user has to steer to the red ball by brain. The upper screen shows 

the flickers working at different frequencies that the user can use to generate appropriate brain signals to turn the car to 

the left, by looking at the left flicker, or to the right, by looking at the right flicker.  

 

4.1 SSVEP Results. The SSVEP method exp lained in Subsection 3.1 is applied on four users. Fig. 9 shows the 

averaged EEG signals and their FFT for left and right checkerboards for a user. It is clear from Fig. 9 that the working 

frequencies of the flickers can be recovered from the frequency domain. The values of Fourier transform of the left and 

the right SSVEPs at working frequencies and their harmonics constitute the feature vector.  Table 1 shows samples of 

feature vectors for a user. Those feature vectors are used later to train a classifier which can discriminate between left 

and right SSVEPs. 
Table 1. Some of feature vectors for a user 

 

Segment Class

1 0.804363 0.102543 0.198196 0.155541 0.577931 0.857911 0.1512 0.090844 0.490836 0.027118 0.174782 0.096834 0.97763 0.21848 0.231461 0.282277 1

2 0.961674 0.471245 0.092402 0.039947 0.814005 0.443503 0.798657 0.372278 0.674493 0.400103 0.187257 0.474387 0.54017 0.415004 0.378617 0.6852 1

3 0.688543 0.45266 0.015987 0.426832 0.525245 0.500069 0.596147 0.664222 0.75201 0.090316 0.238738 0.196252 0.478224 0.463034 0.153665 0.302453 1

4 0.608946 0.72893 0.598748 0.322938 0.983851 0.949349 0.225069 0.26315 0.968229 0.349834 0.217751 0.25194 0.917486 0.42462 0.207951 0.103292 1

5 0.250281 0.651985 0.615468 0.81556 1 0.703262 0.796762 0.478 0.477062 0.579605 0.41594 0.643937 0.577507 0.577845 0.399477 0.226675 1

6 0.979462 0.423028 0.341225 0.199142 0.816525 0.853168 0.079083 0.360772 0.545819 0.530844 0.242605 0.0147 0.94096 0.035649 0.137455 0.174383 1

7 0.952623 0.46969 0.071752 0.291924 0.714688 0.210518 0.331157 0.511437 0.661518 0.396648 0.234712 0.052209 0.60923 0.590249 0.648636 0.265168 1

8 0.863226 0.305973 0.661096 0.288235 0.35355 0.428112 0.297949 0.226613 0.630787 0.755214 0.030936 0.133042 0.644589 0.030277 0.077542 0.363506 1

9 0.12603 0.604045 0.514124 0.089399 0.827258 0.724211 0.172844 0.271962 0.67907 0.223333 0.166372 0.147375 0.721223 0.235907 0.537905 0.278567 1

10 0.193678 0.482931 0.679543 0.152139 0.562939 0.765911 0.67792 0.268567 0.295019 0.870807 0.369543 0.237034 0.573171 0.748063 0.19747 0.214506 1

11 0.705967 0.780671 0.186697 0.174146 1 0.381944 0.273847 0.188183 1 0.051599 0.176615 0.080269 0.384352 0.521597 0.2309 0.056938 2

12 0.968003 0.315378 0.030406 0.05672 0.949219 0.367535 0.259152 0.099002 0.36982 0.086187 0.077298 0.046239 0.579482 0.322186 0.204125 0.072961 2

13 0.766727 0.275797 0.134234 0.061977 0.724915 0.257928 0.127039 0.147968 0.482388 0.142698 0.050981 0.016756 0.475998 0.208769 0.037557 0.036819 2

14 0.575759 0.834281 0.276907 0.187474 0.817576 0.858426 0.446316 0.434654 0.998858 0.379593 0.240185 0.093395 1 0.397026 0.388314 0.202296 2

15 0.960961 0.454234 0.346942 0.266555 0.86433 0.690564 0.399082 0.112194 0.59041 0.257662 0.038387 0.189917 0.817944 0.457034 0.229821 0.189008 2

16 0.874965 0.661933 0.140857 0.393315 0.800198 0.643658 0.08129 0.153867 0.915274 0.487183 0.468014 0.192982 0.792104 0.233059 0.0722 0.269242 2

17 0.871863 0.691135 0.144539 0.109632 0.951553 0.142452 0.109224 0.129931 0.822564 0.100938 0.130067 0.063707 0.371028 0.030382 0.045664 0.168972 2

18 0.201865 0.529069 0.616304 0.187957 1 0.855444 0.276371 0.143275 0.743314 0.2855 0.398022 0.254329 0.767789 0.279609 0.429441 0.043748 2

19 0.966702 0.221338 0.236366 0.360896 0.935652 0.809688 0.257028 0.075123 0.522614 0.684636 0.319 0.541365 0.904434 0.367195 0.234652 0.121004 2

20 1 0.251424 0.688202 0.79995 0.749349 0.777393 0.569758 0.442459 0.423272 0.606781 0.340303 0.26871 0.950793 0.422681 0.819272 0.398076 2

Feature Vector
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Fig. 9. Averaged EEG signals and their FFT for left and right checkerboards for a user 

 

The obtained feature vectors and their classes are divided into training and test groups using 10-fo ld cross-validation 

method. The training samples are used to train a linear classifier and the test samples are used to test the trained 

classifier.  The obtained classificat ion accuracy is 70% (which corresponds to error rate 30%).  

The trained classifier is applied in online experiment.  Fig. 10 shows snapshots of online experiment in two cases, 

correct command and wrong command. 

 

 
(a) Correct command 

 
(b) Wrong command 

Fig. 10. Snapshots of online SSVEP experiment 

 

The output of the online experiment is shown in Fig. 11. The blue continuous line shows the desired direction of the 

car, i.e. the direction that the car should follow to reach the final destination. The red dashed line shows the actual 

direction of the car obtained from user SSVEPs. Comparing the actual direction with the desired one, one can find that 

the averaged online error is 36.65%, which is near to the trained error rate (30%).  
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Fig. 11. Output of the online SSVEP experiment 

 

4.2 Emotion Results. Emot ional method explained in Subsection 3.2 is applied on four users. Fig. 12 shows 

snapshots of online experiment in two cases, correct command and wrong command.  

 

 
(a) Correct command. 

 
(b) Wrong command. 

Fig. 12. Snapshots of the online Emotional experiment 

 

Fig. 13 shows the error between desired direction and estimated one and the values of arousal and valence. The zeros 

in the error in d irection mean that the car direction confirms with the desired direction.  

 

 
Fig. 13. Output of the online Emotional experiment 

 

From Fig. 13, we can notice that the zero errors correspond to change in arousal and valence values. The arousal 

value decreases while the valence value increases and this corresponds to satisfaction emo tion according to bi-

dimension arousal-valence emotion model shown in Fig. 4. On the other hand, the nonzero errors correspond to 

increase in arousal values and decrease in valence values which also correspond to frustration emotion according to bi-

dimension arousal-valence emotion model shown in Fig. 4. This means that the emotion unit estimates correctly the 
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user’s emotion. Therefore, the performance of the combined SSVEP Emotional units is only limited by the 

performance of the SSVEP unit. It should be noted that the combined system, the SSVEP and the Emotional systems, 

are not tested in real-time.  However, it is expected that adding emotional feedback will reduce the errors committed in 

steering the car. 

V. CO NCLUSION AND FUTURE WO RK 

In this work, we have proposed a combined BCI experiment where two BCI units are run in the same experiment. 

The first unit is an SSVEP unit that permits the user to select a steering command by looking at the appropriate visual 

flickering checkerboard. The second unit is an emotional system that permits to estimate the user’s emotion using bi-

dimension arousal-valence emotion model.  

Each unit was tested separately in a real-t ime experiment and the error rates were evaluated. We found that the 

SSVEP unit estimates correctly 63.35% of the desired directions and the Emotional unit estimates the emotion 

correctly. The error rate of the SSVEP unit affects the error rate of the overall system; therefore, SSVEP unit needs to 

be improved by considering other features or/and classification algorithms. 

It should also be noted that the emotion unit needs heavy processing. Therefore, a parallel implementation of 

emotional unit will be considered in future works. It could also be better to increase the number of commands (flickers) 

in the SSVEP unit and the number of estimated emotions in the Emotional unit .  
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